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Abstract: At present, in the process of mining large data, it is very practical to analyze, train and summarize large data so as to find out the important information in the neural network. The combination of neural network and big data mining is also a hot research topic at present. In this paper, the concepts, current situation and development trend of big data mining and neural network are expounded. At the same time, the large data mining algorithm and its algorithm process in the neural network environment are also studied. It enables people to understand the big data mining algorithm under the neural network more clearly. It also provides reference for the improvement of big data mining algorithm in the future.

1. Introduction

With the continuous development of computers and the Internet, the acquisition of relevant information becomes increasingly simple. However, at present, because the large data capacity stored in large databases is increasing rapidly and important information is hidden in large databases, it is difficult to use the previous methods for information retrieval and query. So an intelligent big data mining technology has become the technology needed in this era. At the same time, people are interested in various fields of the development of neural networks. Neural network is a complex network system. It studies biological neural network, then simplifies, summarizes and refines its neurons and neural network. It uses non-linear mapping, parallel processing and structured input and output of information related to the expression of the neural network itself. At first, the application of mining algorithm in neural network is not very optimistic, because of its poor interpretability and long training time. However, with the continuous development of network extraction and other algorithms, the mining algorithm of neural network is becoming more and more popular.

2. Neural Network

2.1 Introduction of Neural Network

Neural network, alias connection model, is an algorithmic mathematical model, which is mainly used to process distributed parallel information. As can be seen from the word "nerve" in the neural network, it is a simulation of the way neurons think. Neural network has three characteristics: parallel processing, neural network structure and non-linear mapping. Its main method of processing information is to change the connection of internal nodes to each other. At the same time, it has the advantages of high anti-noise performance, low error rate and so on. At present, the research of neural network and other interdisciplinary fields is very hot.

2.2 Current Situation and Development Trend of Neural Networks

Since the 1980s, neural networks have attracted the attention of academia all over the world. At the same time, the research of neural networks has begun in China. After decades of development, the development and application of neural networks in China have achieved many successes. Neural network is a kind of complex network system. It has the advantages of high anti-noise performance and low error rate that other systems do not have. With the development of science and technology, these advantages are sought after by people, making its research more and more hot. Generally, the
research of neural networks is divided into eight categories: loosely coupled model, tightly coupled model, transformation model, synthesis model, chaotic model, fuzzy set theory, genetic algorithm and hybrid neural network.

3. Big Data Mining

3.1 Introduction of Big Data Mining

Since the 1990s, big data mining, an extended discipline developed from the field of big databases, has begun to develop rapidly. Large data mining is a process of extracting important information hidden in a large amount of large data. It is mainly aimed at large databases, in which large data are extracted, analyzed and processed to find important information from the extracted information. Big data mining, which finds rules in a large number of large data, discovers important information that has been neglected, and assists decision-making. Big Data Mining is also a subject that can cross with other disciplines. It improves people from simple query operation to mining important information in large data. It is a new technology based on large database, neural network and statistics. Similarly, it has attracted many researchers to study it, making it one of the hot technologies recently. Figure 1 shows a typical large data mining system.

![Fig.1 A Typical Large Data Mining System](image)

3.2 Evolution of Big Data Mining Technology

Big data mining technology has been regarded as a new technology with the development of big database technology and information technology. Since the big database was first put forward in 1989, after more than 20 years of development of big database technology, big data mining technology has also made a lot of significant achievements. Table 1 details the evolution of large data mining research.
Table 1 The Evolution of Data Mining Research

<table>
<thead>
<tr>
<th>phylogenetic scale</th>
<th>Support technology</th>
<th>Product manufacturer</th>
<th>Product characteristics</th>
</tr>
</thead>
<tbody>
<tr>
<td>Big Data Collection (1960s)</td>
<td>Computers, tapes and disks</td>
<td>BM, CDC</td>
<td>Providing historic and static large data information</td>
</tr>
<tr>
<td>Big Data Access (1980s)</td>
<td>Big relational databases, Structured Query Language, ODBC</td>
<td>Oracle, Sybase, Informix,</td>
<td>Providing historical and dynamic big data information at the</td>
</tr>
<tr>
<td></td>
<td></td>
<td>BM, Microsoft</td>
<td>record level</td>
</tr>
<tr>
<td>Large Data Warehouse and Decision Support (1990s)</td>
<td>On-line analytical processing, Multidimensional large database Large Data Warehouse</td>
<td>Pilot, Comshare, Arbor, Cognos, Micro strategy</td>
<td>Providing retrospective and dynamic large data information at all levels</td>
</tr>
<tr>
<td>Big Data Mining</td>
<td>Advanced Computing, Multiprocessor computers, massive databases Large Data Warehouse</td>
<td>Pilot, Lockheed, BM, SGI, Other startups</td>
<td>Providing predictive information</td>
</tr>
</tbody>
</table>

3.3 Current Situation and Development Trend of Big Data Mining

In the world, the technology of big data mining combined with other fields has been widely used, such as SKICAT system, AS system and so on. The paper on big data mining has become one of the hot papers published in international academic journals. At home, because it started a little later than abroad, but the research on big data mining is as hot as abroad, such as AMINER big data mining toolkit, CASDM model and so on. In terms of papers, papers on big data mining published by major domestic research institutions are also ubiquitous. Because big data mining involves many other disciplines, the hot research directions at present are spatial big data mining, multimedia big data mining, time series big data mining, Web big data mining, uncertain big data mining and so on.

At present, big data mining is facing the problems of mining methods and user interaction, performance and diversity of large database types. These problems need to be solved urgently in the development of big data mining.

4. Large Data Mining Algorithms of Neural Networks

There are ten general algorithms in big data mining, they are C4.5, K-means, SVM, Apriori, EM, pagerank, Adaboost, KNN, genetic algorithm and neural network. In this paper, only the large data mining algorithm in the neural network environment is studied. The process of mining is divided into the following steps: the first step is the preparation of large data; the second step is the mining of large data and the elaboration of mining results. Its process is shown in Figure 2.
4.1 Preparation of Big Data

From the previous big data mining process, we can see that big data preparation is the first step of big data mining. Usually, big data comes from big databases. In the process of reading from these large databases, errors often occur, leading to the emergence of large data errors. When preparing large data, we should preprocess large data. Using statistics and other methods to repair and correct large data, and then the correct large data should be converted, and its programming can be accepted by the algorithm format. Finally, the converted large data sets are managed.

4.2 Big Data Mining Algorithms

The big data mining of neural network is generally attribute rules, and its big data mining process is shown in Figure 3.

Choosing the number of large training data is a major difficulty of the algorithm. The selection of large training data is related to the accuracy of the neural network. Root mean square error (RMSE) is usually used to evaluate learning performance. Its formula is as follows:

$$e = \sqrt{\frac{\sum_{i=1}^{m} \sum_{j=1}^{n} (d_{ij} - y_{ij})^2}{mn}}$$

Among them, the number of training samples is m, and the number of neural network output is n. According to the relationship between training data and error, the error formula is obtained as follows:

$$e = \sqrt{\frac{\sum_{i=1}^{m} \sum_{j=1}^{n} (d_{ij} - y_{ij})^2}{\lambda mn}}$$

Then the function is substituted as follows:

$$y = x/(1 - \frac{1}{\sqrt{x}})$$

Where x is the coefficient and Y is the cost index. Table 2 shows the relationship between them.
According to the table of the cost function mentioned above, the basis for selecting training large data sets is known. For large data processing, 2.25 is the best factor. Then the algorithm is described, and the flow chart of the algorithm is shown in Figure 4.

![Flow Chart of Algorithms](image)

**Fig.4 The Flow Chart of Algorithms**

In summary, we can understand from the flow chart a process step of large data mining algorithm based on neural network when dealing with large data. At the same time, it clearly shows the whole process of extracting large data from large data mining algorithm.

5. Conclusion

With the development of interdisciplinary research, the medical terminology of neural network has been applied more and more widely in many interdisciplinary fields. Because of its good anti-noise performance and high acceptance of complex large data, the application of neural network in large data mining is becoming more and more popular. At present, people pay great attention to the process of large data mining based on neural network. This paper makes a detailed study on adaptive neural network, and also makes a corresponding study on the key technologies and methods of large data mining based on neural network. Through these studies, the process of large data mining of dynamic neural network is described. At the same time, we hope to provide some reference for the following research on large data mining algorithm in neural network.
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